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#### Abstract

In simulating large-scale networks, due to the limitation of available resources on computers, the size of the networks and the scale of simulation scenarios are often restricted. Especially, routing tables, which indicate the directions to forward packets, are considered to consume memory space. A simple routing table requires $O\left(N^{2}\right)$ space where $N$ is the number of nodes. An algorithmic routing recently proposed by Heung et al. only requires $O(N)$ space for representing routing tables, however this can be applied in the case that all the routes between two nodes are contained in a spanning tree (i.e. very limited routing strategies are allowed). In this paper, we propose a new method to reduce a capacity of routing tables under any routing strategy. In our method, given a simple routing table, we can find a (near-optimal) algorithmic routing based table that can represent a part of the given routing table in a smaller size. Our experimental results have shown that our method could reduce about $90 \%$ of the routing table size compared with a simple routing table in hierarchical networks.


| current node | destination node | neighbor node |
| :---: | :---: | :---: |
| 1 | 2 | 2 |
| $\vdots$ | $\vdots$ | $\vdots$ |
| 1 | $n$ | 2 |
| 2 | 1 | 1 |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $n$ | $n-1$ | $n-1$ |

Figure 1: General Routing Table

## 1 Introduction

In recent years, network simulation has played an important role to evaluate the performance of network protocols. Network simulators simulate the behavior of network-layer routers (simply say nodes hereafter), packets delivered between them and upper-layer components such as servers and clients. It enables us not only to measure the performance of existing network protocols on various network architectures but also to design and validate brand-new protocols.

One of the major problems in simulating large-scale networks is that the size of networks allowed depends directly on the capabilities of computers on which simulators run. To overcome this essential problem, two methodologies have mainly been investigated to improve the efficiency of network simulation, i.e. parallelization of simulation and abstraction of networks. A good example of the first category can be found in a simulator tool GlomoSim[1], which allows parallel execution of its simulation engine on multiple computers. On the other hand, in the second category, network topologies are "abstracted" to decrease the necessary computing power to simulate the behavior of nodes. For example, network simulator ns-2[2] has a functionality to replace a path consisting of multiple links with a single link whose link delay is equal to the end-to-end delay of the original path so that nodes on the path need not be simulated. This may greatly be effective in evaluating end-level behavior, however, may not be applicable in the case of link-level measurement.

The major factor that makes a network simulator consume computing resources (memory capacity in particular) is that the size of the routing table of a network to be simulated often becomes huge. Most network simulators, before starting simulation, setup and keep simple but huge routing tables where a packet's outgoing link at a node is directly obtained from its destination node, in order for fast processing. An example of this routing table is shown in Fig. 1. Each column (entry) consists of three terms which indicate the names of a current node where a packet arrives, a destination node of the packet and a neighbor node of the current node to which the packet is forwarded. Obviously, in this table structure, looking up a neighbor node is $O(1)$ for a given pair of a current node and a destination node while the size of the table is $N \times(N-1)=O\left(N^{2}\right)$ where $N$ is the number of nodes.

Recently, an alternative methodology has been investigated that reduces the sizes of routing tables used in network simulators [3, 4, 5]. Especially, Huang et al. have proposed algorithmic routing approach [5] that greatly reduces the size of routing tables in a special case where any route between two nodes is covered in a unique spanning tree. In this case, instead of a general routing table explained in Fig. 1, a simulator may keep a spanning tree as a routing table whose size is only $O(N)$ while a lookup operation needs $O(\log N)$. In


Figure 2: Concept of Proposed Method

Ref. [5], they have also shown that on typical network topologies, almost routes in a unique spanning tree still keep minimum hops. This means that the algorithmic routing method is effective in network simulation assuming minimum hop based routing.

In this paper, we extend the algorithmic routing method to allow generic routings, keeping the size of routing tables as small as possible and lookup speed as fast as possible. The main idea is as follows. Given a network to be simulated and a general routing table of the network as shown in Fig. 1, our method represents the table as the combination of a spanning-tree based routing table and a general routing table, by translating a part of the given general routing table into the spanning-tree based one (see Fig. 2). The size of our routing table depends on how many entries in the given general routing table can be covered by the spanning-tree based routing table. For this purpose, we present a heuristic algorithm that can find a near-optimal spanning tree in polynomial time complexity.

The problem to find an optimal spanning tree is formulated as an enumeration problem to seek all the possible spanning trees and then compute the number of entries in the given general routing table covered by each tree. Here, since the number of possible spanning trees exponentially increases as the number of links on the given network increases, this problem is considered as a combinatorial optimization problem whose complexity is considered as NP-hard. Our experimental results have shown that spanning trees found by our heuristic algorithm could cover about $90 \%$ of the entries in the given routing tables on hierarchical networks.

The rest of the paper is organized as follows. In Section 2, we summarize the algorithmic routing proposed in [5] which is the basis for our method. In Section 3 we overview our method and its details are explained in Section 4. Section 5 gives experimental results and Section 6 concludes the paper.


Figure 3: Example Spanning Tree

## 2 Algorithmic Routing Approach

The algorithmic routing approach proposed in [5] reduces the size of routing tables by giving special node numbers to all the nodes in the case that any route between two nodes is included in a unique spanning tree. Using such special node numbers, the neighbor node to which a packet is forwarded can be determined from the current node that the packet arrives and the destination node of the packet. In Fig. 3, we show an example spanning tree whose nodes have such special node numbers. In this example, the node number 0 denotes the root node. We assume that each node with node number $n$ has at most $k$ children nodes whose node numbers are $n \times k+1, \ldots,(n+1) \times k$. Assuming this numbering rule, we can calculate each node's parent/children nodes' node numbers algorithmically. As a result, each node does not need to keep the routing table that directly contains neighbor nodes information. That is, we can calculate such a neighbor node on-the-fly algorithmically, although we need some computation time for calculating it. On the other hand, we can reduce the size of the routing table into $O(N)$ by only keeping the connection relation between nodes in the spanning tree, which only requires $O(N)$ space.

In Fig. 4, we show an algorithm next_hop( A, B ) which calculates the neighbor of the node "A" to which a packet arriving at "A" and going to the node "B" should be forwarded. The time complexity of this algorithm is $O(\log N)$. Using this algorithm, we can decide whether the packet's destination node $B$ is one of the current node $A$ 's descendant nodes or not. If so, the incoming packet is forwarded to the child node whose descendant node is $B$. If not, the incoming packet is forwarded to its parent node. For example, since node 7 is a

```
next_hop \((A, B)\)
begin
    while ( \(B>0\) )
        B_parent \(=\frac{B-1}{k}\)
        if (B_parent \(==A\) )
        return \(B\)
    end
    \(B=B\) _parent
    end
    return \(\frac{A-1}{k}\)
end
```

Figure 4: Algorithm for Deciding Neighbor Node in Algorithmic Routing Approach
child node of node 2 and node 22 is a child node of node 7 (i.e. node 22 is a descendant node of node 2 ), the packet arriving at node 2 whose destination node is 22 is forwarded to node 7 . On the other hand, since node 5 is not an descendant node of node 2 , the packet whose destination node is 5 is forwarded to the parent node 0 of node 2 .

## 3 Basic Idea of Our Method

In order to apply the algorithmic routing approach explained above, there is a restriction that all the routes must be included in a unique spanning tree. In this paper, we remove this restriction and propose a new method where a spanning-tree based routing table and a general routing table are combined, keeping the size of the routing table as small as possible and lookup speed as fast as possible.

In the proposed method, we assume that a network to be simulated and a general routing table of the network as shown in Fig. 1 are given. Then, we construct a spanning tree. If an entry in the general routing table can be represented by the spanning tree using the algorithmic method (we say that the entry is covered by the spanning tree hereafter), then the entry is represented by the spanning-tree based routing-table. If not, we represent the entry in the general routing table as it is. This indicates that the routing information is represented by combining the spanning-tree based routing table and the general routing table. The algorithmic routing method only needs $O(N)$ space for representing the routing information, and it does not depend on the number of entries which are covered by the spanning-tree based routing table. Therefore, if we can maximize the number of entries which can be covered by the spanning-tree based routing table, we can minimize the size of the general routing table necessary for representing the rest of the entries, and thus the space required for entire routing information is reduced.

In Section 4, we propose an algorithm which constructs a near-optimal spanning tree which covers as large number of entries as possible.

## 4 Finding a Near-Optimal Spanning Tree

In this section, we present a heuristic algorithm to find a near-optimal spanning tree st. In our algorithm, for each edge in a given network, we construct a spanning tree which contains the edge. The construction is done in a greedy manner. Then, we select the best one from these spanning trees. We explain the spanning-tree construction algorithm below.

We denote each entry in a given routing table as $<n_{i}, n_{j}>$ where $n_{i}$ is a current node and $n_{j}$ is a destination node. For an entry $\left\langle n_{i}, n_{j}\right\rangle$, let $\operatorname{next}\left(n_{i}, n_{j}\right)$ denote a neighbor node in the given routing table. For a given spanning tree st and an entry $<n_{i}, n_{j}>$, let next $t_{s p}\left(s t, n_{i}, n_{j}\right)$ denote a neighbor node determined by the algorithmic routing on st. If $\operatorname{next}\left(n_{i}, n_{j}\right)$ and $\operatorname{next}_{s p}\left(s t, n_{i}, n_{j}\right)$ are identical, the entry $<n_{i}, n_{j}>$ in the given general routing table can be represented by the algorithmic routing on $s t$, and we say that this entry is coverable by st. If $\operatorname{next}\left(n_{i}, n_{j}\right)$ and $\operatorname{next}_{s p}\left(s t, n_{i}, n_{j}\right)$ are not identical, the entry $<n_{i}, n_{j}>$ cannot be represented, and we say that it is uncoverable by st. We assume that the number of nodes in the given network is $N$. In our spanning-tree construction algorithm, starting from an edge, edges are added one by one until a spanning tree is constructed. In adding an edge, we select one so that the number of entries which are newly made uncoverable by adding the edge is smallest. As a result, we can construct a spanning tree st where the number of entries covered by $s t$ is considerably large, in reasonable computing complexity.

Let $t$ denote a tree on the given network. For a tree $t, t^{\prime}$ denotes a tree obtained by adding an edge $e$ to $t$. Also, $S T\left(t^{\prime}\right)$ denotes the set of all the spanning trees which contain $t^{\prime}$ as a subtree. For an edge $e$ and a tree $t, U R E(t, e)$ denotes the set of entries which are made uncoverable by adding $e$ to $t$. Let $k$ denote the maximum degree of the given network. When we add an edge to $t$, the number of candidate edges is at most $O(k \times$ ( the number of nodes in $t)$ ). In these candidate edges, we select the edge $e$ where $|U R E(t, e)|$ is smallest. Whether an entry is in $U R E(t, e)$ or not can be determined by the following two conditions. We denote the edge $e$ as $\left(n_{u}, n_{v}\right)$ where $n_{u}$ is the node contained in $t$.

1. If there exists an edge $e^{\prime}=\left(n_{v}, n_{w}\right)$ where $n_{w}$ is contained in $t\left(n_{w} \neq n_{u}\right)$, the entries $<n_{v}, *>$ whose neighbor nodes are $n_{w}$ and the entries $<n_{w}, *>$ whose neighbor nodes are $n_{v}$, are uncoverable.
Adding $e^{\prime}$ to $t^{\prime}$ causes a closed path, so $e^{\prime}$ cannot be contained in any spanning tree in $S T\left(t^{\prime}\right)$. Thus entries, whose current nodes and neighbor nodes are the end nodes of $e^{\prime}$, cannot be covered by any spanning tree in $S T\left(t^{\prime}\right)$. Thus these entries are in $U R E(t, e)$.
2. Let $n_{z}$ denote a node contained in $t$. Entries $<n_{z}, n_{v}>\left(\right.$ or $\left.<n_{v}, n_{z}\right\rangle$ ) whose neighbor nodes are not identical to $n e x t_{s p}\left(t^{\prime}, n_{z}, n_{v}\right)$ (or $n e x t_{s p}\left(t^{\prime}, n_{v}, n_{z}\right)$ ), are uncoverable.
Since we adopt a greedy way to select edges, $t^{\prime}$ is contained in the obtained spanning tree. This means that all the routes on $t^{\prime}$ must follow the algorithmic routing since those routes will contain in the obtained spanning tree. Therefore, for all entries whose current nodes and destination nodes are contained in $t^{\prime}$, their neighbor nodes must be identical to those computed by the algorithmic routing. The entries which do not satisfy this condition should be in $U R E(t, e)$.

We will explain how to calculate $U R E(t, e)$ using Fig. 5. Fig. 5 (a) shows an intermediate tree $t$ (represented by thick lines). Now candidate edges to add $t$ are 2-5, 4-5, 4-7 and 6-7. Here we explain only the cases for $4-7$ and $6-7$. Fig. 6 shows entries in a given routing table which are related to these two edges. By adding 6-7 to $t$ (Fig. 5 (b)), $<4,7>$ is made


Figure 5: Caclulation of $U R E(t, e)$
uncoverable by condition (1) because adding 4-7 results in a closed path. Also, $<1,7>$ is made uncoverable by condition (2) because a packet arriving at node 1 is indicated to be forwarded to node 4 in the given routing table, but to be forwarded to node 3 by the algorithmic routing using this tree. Similarly, $\langle 2,7\rangle,\langle 7,1\rangle,\langle 7,2\rangle$ and $\langle 7,4\rangle$ are made uncoverable by condition (2). However, $\langle 2,7\rangle$ is not in $U R E(t, 6-7)$ because this entry was already made uncoverable by condition (1) when edges 1-2 and 1-4 were added to the tree. Therefore, $|U R E(t, 6-7)|$ is 5 . On the other hand, by adding $4-7$ to $t$ (Fig. 5 (c)), $<6,7\rangle$ by condition (1) and $\langle 3,7\rangle,\langle 7,3\rangle$ and $\langle 7,6\rangle$ by condition (2) are made uncoverable. So, $|U R E(t, 4-7)|$ is 4 . Therefore, 4-7 is added to $t$.

After adding $N-2$ edges, we can get a spanning tree st. Our spanning-tree construction algorithm is shown in Fig 7. In Fig. 7, we start with an edge $i e$. Then for each edge $e$ in $T E(t)$, the set of edges which do not cause closed paths to $t$, we compute $U R E(t, e)$. Then we select the one whose $|U R E(t, e)|$ is minimum, and add it to $t$. This is iterated until a spanning tree is obtained.

In our spanning-tree construction algorithm, adding an edge to a tree, the number of candidate edges is at most $O(k \times N)$. So the number of calculations of $U R E(t, e)$ 's is also $O(k \times N)$. The time complexity to compute each $U R E(t, e)$ is $O(N)$. Thus, the time complexity of adding an edge is $O\left(k \times N^{2}\right)$. On constructing the spanning tree, we add $N-2$ edges. Thus, the time complexity of our spanning tree construction algorithm is $O\left(k \times N^{3}\right)$. In our method, we adopt our spanning-tree construction algorithm for all edges in the given

| current node | destination node | neighbor node |
| :---: | :---: | :---: |
| $\vdots$ | $\vdots$ | $\vdots$ |
| 1 | 7 | 4 |
| $\vdots$ | $\vdots$ | $\vdots$ |
| 2 | 7 | 4 |
| $\vdots$ | $\vdots$ | $\vdots$ |
| 3 | 7 | 6 |
| $\vdots$ | $\vdots$ | $\vdots$ |
| 4 | 7 | 7 |
| $\vdots$ | $\vdots$ | $\vdots$ |
| 6 | 7 | 7 |
| $\vdots$ | 1 | $\vdots$ |
| 7 | 2 | 4 |
| 7 | 3 | 4 |
| 7 | 4 | 6 |
| 7 | $\vdots$ | 4 |
| $\vdots$ | 6 | $\vdots$ |
| 7 | $\vdots$ | 6 |
| $\vdots$ |  | $\vdots$ |

Figure 6: An Example of a Given Routing Table(this corresponds to the example in Fig. 5)

```
\(t=\{i e \in E\}\)
for \(i=1\) to \(N-2\)
    foreach \(e\) in \(T E(t)\)
        compute \(U R E(t, e)\)
    end
    find \(e\) where \(|U R E(t, e)|\) is minimum
    \(t=t \cup e\)
end
```

Figure 7: Spanning-Tree Construction Algorithm
network. Since the number of edges in the network is at most $N \times(N-1)$, and the time complexity of our method is $O\left(k \times N^{5}\right)$ where $N$ is the number of nodes and $k$ is the maximum degree of the network.

## 5 Experimental Results and Discussion

In the proposed method, as more entries are covered by a spanning tree, the total size of routing tables will be smaller. In this section, we have carried out some experiments to confirm what percentage of entries are covered by the spanning tree which the proposed algorithm has computed.

The number of entries which can be covered by a spanning tree depends largely on the characteristics of the routes. In order to carry out our experiments in route sets with different characteristics, we assume that all routes are shortest paths and apply our algorithm to two different types of topologies: (i) hierarchical topology and (ii) random topology. Here, in each hierarchical topology generated, the routes converged to some specific links, and formed nearly a tree. On the other hand, in each random topology generated, the routes were uniformly distributed to all links. For these topologies, we have measured the percentage of entries covered by the spanning trees computed by our algorithm.

Since the proposed algorithm is a heuristic one, it cannot always compute the optimal spanning tree which covers the maximum number of entries. So, in the experiments, we have compared the spanning tree computed by our algorithm with the one in the optimal case, with respect to the number of entries covered by the tree.

### 5.1 Experiments and Evaluation for Hierarchical Topologies

In the first experiment, we have used Tiers [6], one of hierarchical topologies consisting of WAN, MAN and LAN. We expect that large portion of entries can be reduced from the general routing table using a spanning tree since the Tiers topology is nearly a tree. Here, each LAN is a network with the star topology which can be considered as a tree. So, even when the number of nodes in each LAN increases, most of them can be covered by a spanning tree. On the other hand, each node in MAN is considered to have multiple adjacent nodes. So, for entries with such a node, we think that a spanning tree can cover only a part of them.

In the experiment, we have measured the percentage of the entries covered by a spanning
tree to all entries for the following two cases: (a) fix the numbers of nodes in WAN and MAN, respectively, and vary the number of nodes in LAN from 20 to 600 by 20 nodes; (b) fix the numbers of nodes in WAN and LAN, and vary the number of nodes in MAN from 20 to 400 by 10 nodes.

The results are depicted in Fig. 8 (a) and (b), respectively. Here, the vertical axis means the percentage of the entries covered by the spanning tree, and the horizontal axis does the number of nodes in LAN or MAN. In Fig. 8 (a), we see that the percentages were over $90 \%$ for some cases. For both cases (a) and (b), the percentages did not vary so much and they were between $85 \%$ and $90 \%$ while the number of nodes increases. These results show that the proposed method is fairly useful for the reduction of routing tables for networks with nearly tree topologies like Tiers, independently of the number of leaf and intermediate nodes.

Among entries in the given routing table, only the entries covered geometrically by a spanning tree can be covered in the spanning tree based routing. Therefore, in the proposed method, for the near tree topologies like hierarchical topologies, independently of routing algorithms, most of entries can be covered by the spanning tree based routing. Thus those entries can be removed from the general routing table. In the Internet, networks form hierarchical topologies due to their nature. So, the proposed method is useful for network simulations assuming the Internet.

### 5.2 Experiments and Evaluation for Random Topologies

It is important to know what percentages of entries are covered by a spanning tree depending on network topologies. For the purpose, we applied the similar experiment to random topologies. Here, we have measured the percentages of entries covered by the spanning trees when the number of nodes changes from 20 to 240 by 20 nodes.

The result is shown in Fig. 9. Here, the vertical and horizontal axes mean the percentages and the numbers of nodes, respectively. Unlike hierarchical topologies, in random topologies, the percentages were $60 \%$ and $30 \%$ for 20 nodes and 200 nodes, respectively. The result shows that it is more difficult to cover many entries by a spanning tree in topologies with many edges such as random topologies than hierarchical topologies.

### 5.3 Comparison with the Optimal Spanning Tree

In order to show the usefulness of our method, we have compared the spanning tree computed by our algorithm with the optimal tree with respect to the number of entries covered by the tree. In the experiment, we computed the optimal spanning tree by generating all possible spanning trees and by evaluating the number of entries covered by each tree. It takes much time to compute the optimal spanning tree. So, we used 20 nodes and 15 nodes for the hierarchical topology and for the random topology, respectively. We simulated 50 times for each topology, and measured the percentages of the entries covered by the spanning tree computed by our algorithm to the entries covered by the optimal tree.

For both topologies, in half of all simulation cases, the percentages were $100 \%$. Even in other simulation cases, the percentages were over $95 \%$. This shows that our algorithm can generate the spanning tree close to the optimal spanning tree.

## 6 Conclusion

In this paper, we have proposed a new method to reduce the size of general routing tables used in network simulators. Our method converts a part of a given general routing table that can represent any routing strategy into a spanning tree based routing table proposed in [5] to reduce the entire size of the routing table. Our main contribution is that our method allows simulators to handle simulation scenarios under any routing strategy as small size of routing tables as possible. Experimental results have shown that spanning trees found by our heuristic algorithm could cover about $90 \%$ of the entries in given routing tables on hierarchical networks.

We are now planning to incorporate our method into network simulator ns-2 for large-scale network simulation. We are also considering a Tabu search based approximate algorithm to find spanning trees to improve the performance of our algorithm. Moreover, instead of using a single spanning tree to reduce the size of a routing table, using multiple spanning trees is considered effective. This is a part of our future work.
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Figure 8: Percentage of the Entries Covered by Spanning Trees in Hierarchical Topologies


Figure 9: Percentages of the Entries Covered by Spanning Trees in Random Topologies

